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Variable _ Definition Mean_Std. Dev.
T Tiouse transaction amount, 2000 dollars TS0 S
Onestory  Dummy for one-story house 047 05
Bridk  Dummy for brick house 041 05
Finbase  Dummy for finished basement 000 028
Garage  Dummy for garage 051 05
Air Dummy for air conditioning. 0r2 015
Fire Dummy for fireplace 048 06
Bedrooms  Count of bedrooms 305 0.60
Fullbath  Count of full bathrooms 143 057
Parthath  Count of partial bathrooms 046 053
Agehouse  Age of house a0 3072
Lotsize  Saquare feet of lot o038 13877
Pool Dummy if house has a pool 001 01
priax  Property tax rate by school district, 1008 3358 305
sdrating  School distriet rating (5—excellent) 222 152
dpld Disposal to land on site by census block group, Ibs. 1810 35833
pml0  Particulate matter, diameter <10 micrometers, 1990 0.28 24
phic Y% of population in block group black, non-hispanic 1038 2003
phs 9% of persons in block group with HS diploma 2861 1267
pha 9% of persons in block group with college degree 1924 132
mhe Median household income in block zroup 47603 19507
offe Number of eriminal offenses per 1000 residents, 1996 1261 6627
DNHL  Distance between cach house and Nationwide Arena. 550 242
DMLS  Distance between cach house and Crew Stadium 540 278
DIV Dummy for houses within 3 miles of Ohio Stadium 016 037
DI Distance from each house and nearest highway interchange 128 0.6
Retail  Number of retail trade establishments in ZIP Code 1561 6857
Finance  Number of finance/insurance establishments in ZIP Code 5134 3807
Food Number of accommodation/food establishments in ZIP Code 6655 35.42
Service  Number of services establishments in ZIP Code TIAS 3108
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Table 4: Data used in ‘Valuing greenness’ 

	Variables
	Source
	Potential Replication Data

	1. Income support
	Income support claimants as a percentage of population over the age of

18 for each ward. Source: Department for Work and Pensions, 1998
	DWP income support claimants. Available at LA and Lower Super Output (LSOA) level.

	2. Travel time to central London
	Travel time zones to central London averaged for each ward. Central London is defined as roughly the same as zone 1 of the underground map. Transport for London divides London into 1,019 travel zones. The following modelling periods were used: morning (07:00- 09:59), interpeak (10:00-15:59) and evening peak (16:00-18:59). Source: Transport for London, 2001
	No comparable single data source available outside of London. Data may be sourced from Department for Transport (Core Accessibility Indicators) and ACCESSION GIS model. Local sources such as bus and train companies and local/county councils/ Passenger Transport Executives (PTEs).

	3. NO2 average
	Levels of nitrogen dioxide in parts per billion (ppb). The data are derived from mapping of NO2 concentrations in London. The continuous surface map is modelled with the use of data on emissions of air pollutants together with weather data and geographical information to calculate the likely pollution concentrations.

Source: South East Institute of Public Health, 1999
	UK Air Quality Archive and DEFRA Air Quality Statistics can be used to calculate pollution concentrations, as well as EA EQI data as SOA level.

	4.Dwelling density
	Total dwellings for each ward divided by the ward area, expresses as number of dwellings per km2. Source: Valuation Office Agency, 2001
	Valuation Office data for total dwellings still exists. OS point/polygon data also available

	5. Per cent green space
	Total identifiable ‘strategic green spaces’ (km2) for each ward. The identifiable green spaces are the Green Belt, Metropolitan Open Land, Sites of Metropolitan Importance, Sites of Borough Importance and Sites of Local Importance. This is divided by the total area of the ward and expressed as a percentage. Green spaces such as urban parks, private gardens and common green spaces around flats are excluded from this study, except in the Green Belt, as data are not available. 

Source: Connecting with London’s Nature: The Mayor’s Draft Biodiversity Strategy, 2002
	Comparable data available from Point X (OS) and Generalised Land Use Database (GLUD)

C&S facility data and types – C&S Physical Asset Mapping Toolkit (CASE, 2010)

	6. Standard Achievement Targets (SATs)
	Standard Achievement Targets 2 scores. Pupils scoring at less than Level 4 as a proportion of total pupils aged 10. Data are for 1998 and refer to school addresses in the absence of pupil addresses. Values for schools have therefore been attributed to the wards in which the schools are located (and aggregated across schools where there is more than a single school in a ward). Where there is no school in a ward, the ward has been attributed the average value for all schools in the borough. (London Index of Deprivation, 2002). 

Source: Department for Education and Skills, 1998
	SATs data, DCSF Key stage 2 attainment, ILR data, Ofsted reports

	7. Domestic burglaries (crime indicator)
	Domestic burglaries as a per cent of adult population (18 years+). The dataset was originally compiled with grid references and the number of offences. The grid references and their values were plotted and attributed to wards. The most common reported crime is domestic burglaries. 

Source: MPS, (1999/2000).
	Local Crime mapping provides ward level detail on recorded crime. Location-based  crime statistics may be available via Police, LAs/Crime & Community Safety Partnerships

	8. Over crowded households
	Percentage of households living at densities of one or more persons per room. 

Source: 1991 Census (estimated to 1998 ward boundaries)
	Census data would provide data on household density at LSOA

	9. High affluent dummy variable
	Wards with average house prices greater than £500,000 located within Underground zone 1. This indicator is included to avoid the data being skewed because of large deviation from higher average house prices.
	UK House Prices.com Valuation Office, Land Registry

	10. Health facilities indicator
	Postcode level data for hospitals, NHS trust sites, dentists and GPs are summed and then mapped to obtain a ward level health indicator.

Source: London Health Observatory, 2002
	This data is available from the NHS website (as a web service) and Point X data


3.3.3 Conclusions on the using the approach to assess the impact of C&S 
The study has assessed the amenity value of open green spaces through their effects on property prices. Green spaces are perhaps larger and more homogenous areas than most C&S facilities. Attributes and their influence on the impacts arising may therefore be different, ‘use values’ being perhaps more important for C&S facilities, rather than environmental benefits, lower densities, views etc. in the case of green space. 
The adaptation of ward level analysis to include aggregate C&S facility data could provide a cross-sectional analysis of C&S facility types and location factors and their comparable effect on house prices. Green Space as an explanatory factor in amenity values (house price, quality of life indicators) would probably need to be retained as one of the explanatory variables, given it has been found to be significant in hedonic pricing studies. 

To undertake a study of this form the data used by Varma would have to be supplemented with new data sets on local amenities, environmental quality, demography and land-use, and C&S facility physical asset mapping such as that collected the Culture and Sport Physical Asset Mapping Toolkit.

The modified impact model would potentially address the impact of C&S projects on: Commercial and domestic property transactions and prices; Demographic variation (level and composition); Quality of life and perceptions of the area.
 The available data on environmental quality and green space, has also improved since the 2003 study.

The approach adopted by this study is a cross-sectional one whereby the determinants of variations in average ward level house prices are assessed at a given point in time. A potential extension to the analysis could be to adopt a panel data approach whereby information on average house prices over time in a number of areas is assessed in terms of changes in the number of cultural assets and other factors. Such an approach would have an advantage in terms of establishing causality and controlling for area characteristics. Over the longer-term, the data collected by the Culture and Sport Physical Asset Mapping Toolkit on cultural facilities may allow this kind of approach to be adopted.
3.4 Paved with gold 
Full title: Paved with Gold: the real value of street design, Colin Buchanan for CABE, 2007

Type of study: Cross-sectional regression with street design quality evaluation

Peer Review Status: No – commissioned research report.
Introduction: Paved with Gold examines the extra financial value that good design contributes to the value of property in shopping streets. The research is part of CABE’s programme of ‘Valuing Good Design’, including the development of the Construction Industry Council’s building-based Design Quality Indicator (DQI) and equivalent SpaceShaper open spaces toolkits
. The study shows how financial benefits can be calculated from investing in better quality street design. It also demonstrates how, by using stated preference surveys, public values can be measured alongside private values, so that they can be included in the decision-making process. Ten London high streets were selected as case studies. 
Summary of results: The study finds direct links between street quality and both retail and residential prices. In the case of homes on the case study high streets, improvements in street quality were associated with an increase in prices. Specifically, for each single point increase in the street quality scale (using the Pedestrian Evaluation Review System - PERS), a corresponding increase of £13,600 in residential prices could be calculated. This equates to a 5.2% increase in the price of a flat for each PERS point. Although the finding was not statistically significant due, it is considered, to the small sample size of the study The analysis also showed direct links between zone A retail rents (the rent for the most valuable space closest to the shop fronts) and street quality. For each single point increase on the PERS street quality scale, a corresponding increase of £25 per m2 in rent per year could be calculated. 

Overview of methodology: The study method combines primary (‘street audit’) and observational research, with quantitative analysis of secondary data on property prices (value/rent), retail and travel catchments and socio-economic characteristics of the selected areas. Regression analysis was then undertaken to model the relationship between property prices and the selected explanatory variables.
3.4.1 Case study methodology and use of data

The study’s objective was to develop a model that helps to predict the property value performance of a high street and identify the contribution of street design quality to this performance. 

Regression models were developed for Retail - using dependant variables: average zone A rent per m2; annual comparison spend per zone A m2, and Housing - dependant variable: average high street flat price (2005). Explanatory variables used  for Retail were: PERS score, total weekly expenditure in 800m buffer per km2, core attachment market penetration, proportion of retail units vacant, charity or betting shops; and for Housing: PERS score, average terraced house price in 800m buffer (2005).
Observed turnover data was thought to be a good retail performance indicator, but no published data was found. Turnover figures modelled by both CACI and Experian for comparison goods floorspace needs assessment, conducted as part of GLA’s London town centre assessment (2001), were available for nine of the ten high streets surveyed.  

The sample of high streets was chosen to ensure the sites were as comparable as possible:  

· no major streetscape improvements since the 2001 census, to maximise comparability; 

· mainly retail uses at ground floor level and flats above to maximise comparability of design characteristics; 

· similar retail centre classification broadly in line with the CACI and GLA retail centre hierarchy; 

· similar level of public accessibility to central London; 

· availability of data on retail turnover and average turnover as a potentially important performance measure for the retail study; 

· no significant off-street shopping mall in the study area as these would be unaffected by the quality of the public streetscape; and 

· variation in street design quality. 

A comparable set of 10 high streets was selected from a larger sample of 50 on this basis. See Figure 7 below for high street profiles.

Figure 7: Sample profile
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The first phase of the research involved assessing the design quality of each of the case study high streets. This assessment used the pedestrian environment review system (PERS), a tool for measuring the quality of the pedestrian environment. PERS was developed by the Transport Research Laboratory (www.trl.co.uk/pers.htm - see Evans 2009
 for a critique of this and other pedestrian assessment tools). PERS scores the way a street works as a link, facilitating movement from A to B, and as a place in its own right. The PERS tool was used to assess the quality of each high street. The final scores, calculated on a seven-point scale from -3 to +3 show relatively wide variations in quality, from +0.98, to 1.70. The weighting of individual PERS factors rates Quality of Environment (24%), Personal Security (13%), Permeability (12%), User Conflict (10%), Surface Quality (10%) and Maintenance (9%) more highly, compared with Legibility, Lighting and other physical street attributes.

The next research phase applied regression analysis to determine whether street quality is responsible for some of the variations in retail rents and in property prices seen across the 10 case studies. The study also used the outputs of work undertaken by Colin Buchanan and Transport for London (TfL) on the valuation of pedestrian user benefits from improvements in street design. That work valued the benefits accruing to individuals from walking within a nicer street environment. This was based on two sets of inputs: a large stated preference research exercise with 700 separate interviews carried out on two London high streets; using PERS to provide a multi-criteria system for rating quality of public realm. 

In order to provide a comparison with the market price impact on flats, an estimate of the scale of user benefits accruing to the occupants of an individual flat was required. This calculation was based on a number of simple assumptions about occupancy and usage of the street. The values produced were only for the time spent in the street and do not consider benefits that might accrue to residents within their homes from improved street quality, such as noise, air quality and visual attractiveness. Assumptions included:

· Average occupancy of flat: two people

· Average time per person per day spent in street: 30 minutes

· Value per minute from scenario ‘each score up by one’: 0.017 pence per minute

· Days of usage per year: 300

The value of residents’ user benefits per year per flat was estimated as: £306 (2 x 30min x 0.017 x 300)

CACI’s retail footprint model provided a retail catchment area calculation. It is a gravity model
 based on four components: 

· A combination of distance or travel time by car; 

· The ‘attractiveness’ of the retail offer; 

· The degree of intervening opportunities or level of competition; and 

· The size of the population within an area. 

Prices for flats were taken from property websites, and zone A retail rents were taken from the Valuation Office website (www.voa.gov.uk). Buchanan’s public transport accessibility model, ABRA, was used to calculate the number of people in catchment areas along the high street measured in journey time between the high street and their home – see Figure 8.
Figure 8: ABRA Model for Finchley Road, Swiss Cottage
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Figure 9 below illustrates the range of data collected and shows how the filtering process was used to reduce the data sets down to the ones that were most helpful in the statistical analysis. 
Figure 9: Data reduction
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The ‘best fit’ (i.e. the highest R2) regression results for Retail rents were as follows:

Zone A rent of shops in £/m2 = (-£4600 x V)+ 0.26 x E + £5000 x C + £25 x street design quality score

where: 

V = Proportion of units vacant, charity shops or betting shops/amusements

E = Total weekly expenditure in 800m buffer per km2 (£000)

C = CACI core catchment market potential (measure of competition)

and for Housing, the ‘best fit’ model had the following function:

High street flat price £ = £129k + 0.28 x terraced house prices in surroundings + £13,600 x street design quality score.

This study was intended as a demonstration of a new approach to assessing design value. It acknowledges that further work is needed to validate its methodology.  Although the model was found to explain a high proportion of house price variation , the results in general were not felt to be statistically significant due to the small survey sample (n=10). However, the authors consider that the results would demonstrate trends that are replicable with larger samples. Further research could also extend the investigation to include offices and mixed-use schemes, looking at the relationship between office rents and street design quality.

3.4.2 Viability of approach for C&S impact assessment in the UK

Some variables of interest for assessing the impact of cultural and sporting projects are included in this model such as the socio-economic characteristics of each local area, commercial and domestic property values and rents. However, although business mix and performance were considered, this was for the purpose of ensuring comparability between shopping streets rather than for inclusion as additional independent variables when investigating the value of the properties.

Much of the methodology relies on primary data and extensive desk research to establish property values and PERS scores for high streets. The approach was appropriate for investigating street design and its impact on property prices, but it would be very difficult to amend it for use of C&S investments without using some primary data.

A different approach might be adopted however, using the C&S facility/cluster of facilities and associated improvements, instead of the street design quality interventions as measured in this study. Some similar effects could be observed where C&S facilities which were part of area or site based regeneration schemes had a positive effect on retail and other aspects of the visitor economy, as well as on amenity values for residents and businesses (e.g. housing and commercial premises values). The retail and place ‘attractor’ model created for this study could potentially be developed for selected C&S projects that formed part of a mixed-use area, including retail and/or visitor activity and drawing on secondary data, including GIS mapped C&S and other amenity data.

3.4.2.1 Availability of comparable data in the UK
CABE relied on key primary research to provide some of the data used in this study. In an effort to replicate this study it is necessary to investigate if there is any secondary data that could be used instead of primary data. Secondary data does not adequately cover the same characteristics as street quality measures and pedestrian data and it would therefore be difficult to replicate these data sources exactly. As a consequence it would be necessary to change the mode of enquiry to focus upon other aspects of pedestrian and street quality measures. As such, data from Neighbourhood Statistics, IMD, EQI, land use and retail business data sources (Experian, TCR, Point X, VOA) may be used to build a description of a street’s characteristics and estimate the numbers of people entering shops. 

Secondary data on property prices (value/rent), retail and travel catchments and socio-economic profiles of the selected areas would also be available for the C&S study.  In addition to modelling the population and street characteristics outlined above, it may also be able to develop a proxy for measuring ‘good design’. Where design quality audits have been undertaken for specific buildings or open spaces, e.g. CABE’s Design Quality Indicator (DQI) SpaceShaper model, these could be incorporated into an impact assessment as a design quality measure, alternatively architectural prizes may be used - albeit primary research exercises using established scoring models. These would however be limited to these specific areas/facilities e.g. where these reviews have been undertaken.
The primary retail data sources in the study can be replaced by secondary data sources. Information regarding retail catchment, competition and shops can be drawn from secondary data which can identify the type of business, catchment areas and businesses nearby. However, detail on expenditure and retail customers is not available from secondary data sets as the ones that are potentially suitable do not cover geographic areas and instead use modelling to build aggregate, non-spatialised information on customers and expenditure by sector.
The high street profiling is broadly replicable but also has some data that is only obtainable from primary research. The spider diagrams which show the relative design quality of each high street by the area/assessment factor and which are produced as part of the assessment of high street quality and land use, would be difficult to replicate with secondary data and therefore desk research or a range of complementary secondary statistics may benefit this part of the analysis instead.

The detailed statistics on public transport accessibility the study uses are held by Transport for London and modelled by the study authors, consultants Colin Buchanan. For other areas of the country, it may be suitable to use Census data on travel to work distances. These have been grouped together as Travel to Work Areas (TTWA), which could be used to calculate the number of people that are within specific travel distances. TTWAs are widely used in labour market analysis in order to look at the work locations of residents and rely heavily on analysis of Census data and commuting patterns. The Transport Ministry’s annual Core Accessibility Indicators and recommended Accession GIS transport access model would also provide travel time distance metrics for key local services. 

Table 5: Data sources used in ‘Paved with gold’

	Data type
	Source 
	Potential Replication Data 

	Socio-economic 
	Measures of population, employment, deprivation, incomes and spending power. Source: Census, IMD, ACORN
	2001 Census, IMD 2004 & 7, ACORN, Neighbourhood data, EXPERIAN-MOSAIC lifestyle data

	Retail  
	The mix and number of shops and data on the comparison goods spend, the size of the retail catchment and the extent of retail competition. Source: Primary observation/count
	No secondary sources provide this specific data, but data sources like TBR’s business database, TCR, could provide detail on the mix and number of shops. No secondary public sources are available on spending and catchment although ABI survey (sample) data by industry type (SIC) provides turnover/GVA, employment as an indication of activity 

	Accessibility 
	How many people were within specific travel times by public and private transport 

Source: TfL
	Census data can provide insights, but does not possess data on commuting time. DfT’s Core Indicators and the Accession model will provide catchment and travel times to key amenities. In London, TfL’s PTAL model measures public transport accessibility levels.

	Prices 
	Analysis of flat prices on the high street, surrounding streets, retail rents and value of sales. 

Source: nethouseprices.com, rightmove.co.uk
	UK House prices, Survey of English Housing, Dwelling Stock, Regulated Mortgage Survey (Survey of Mortgage Lenders prior to 2005), rental data from Cambridge University , house price index. Land Registry (VOA)

	Pedestrian data 
	Counts of pedestrian activity at various points along each high street and through the day. 

Source: primary pedestrian counts
	Primary research, e.g. Space Syntax model. Local authority (and police) monitoring data

	Street quality measures 
	Based on the pedestrian environment review system. 

Source: Primary PERS Street Audit
	Primary research


Table 6: Data used to profile high streets 

	Data type
	Source
	Potential Replication Data 

	Maps introducing study areas and the surveyed high streets (24 km of footpath)
	OS (Ordnance Survey)
	OS Raster Mastermaps

	Socio-economic characteristics of each local area
	Office for National Statistics 
	IMD, Combination of economic, social and cultural stats

	Spider diagrams of the 10 street design quality audits, land-use surveys, visual footage of the high streets and surrounding housing areas
	PERS Street Design Review survey and mapping (Primary)
	Primary surveys

	Length of high streets surveyed and other general data such as population and employment density
	Observation/measurements taken (Primary), ONS (Census, IMD, ACORN)
	Local Data company, OS Mastermap/ITN Census, IMD, TCR, ABI, Point X

	Key retail collated as part of the desktop research
	Observation/measurements taken (Primary)
	TCR, Experian, CACI, EXPERIAN

	Housing data collated as part of the desktop research
	ACORN (CACI)
	TCR, Experian, UK House prices, Survey of English Housing, Dwelling Stock, Regulated Mortgage Survey (Survey of Mortgage Lenders prior to 2005), rental data from Cam University, Neighbourhood stats, house price index, VOA.


3.4.3 Conclusions regarding case study as a candidate for C&S impact assessment

The method developed for this study, as it stands, is unlikely to be directly suitable for use in assessing cultural or sporting investments for two main reasons. Firstly, the adaptation of the PERS system to allocate a quality score for each cultural or sporting facility would probably mean the development of a new system designed specifically for this purpose. The model has some appeal for C&S impact assessment in combining design quality, accessibility and their value added to property prices. However, the factors used to measure quality of a C&S project are likely to be different from those considered in street design and a new system would have to be developed, which would probably entail some considerable work to achieve. A modified approach would also require an expanded range of data on local area characteristics (local economy, population, property), and supplementary data as a proxy for design quality, as well as a more statistically valid time series for property values (sales, rents). The current sample only uses 10 locations, and it is likely that to obtain statistically robust estimates in an adapted study the sample size of the analysis would have to be increased. 

Finally, the second issue, which is a greater barrier to using this method, is the heavy reliance on primary data for key aspects of the assessment. Whilst it has been established that some UK data sources exist which could replicate to an extent the primary data created as part of this study, these would not generate data on facility specific effects, only general area effects within which a facility is located and would not fully replicate the design and street quality scores produced by Paved with gold.

3.5 The impact of sports facilities on property values

Full Title: Feng X. & Humphreys B., “Assessing the economic impact of sports facilities on residential property values”, 2008

Type of Study: Spatial-lag regression study

Peer Review Status: No – working paper.

Introduction: This study estimates the effects of two sports facilities in Columbus, Ohio on residential property values.

Overview of methodology: The research estimates how proximity to major sports stadia affects residential house prices. Property values were chosen in order to capture the monetary value that residents may place on living near to a stadium. Regression analysis was used to assess the impact of characteristics that may affect house prices. The spatial-lag technique adopted allows the analysis to control for the price of a given property being affected by the properties in the surrounding area. 

Summary of results: In the areas surrounding the two sports facilities studied (Nationwide Arena and Crew Stadium, both in Columbus, Ohio), the results suggest that there is a positive relationship between presence of a sports facility and house values, with property prices increasing as distance to the stadia decreases.

3.5.1 Case study methodology and use of data

In introducing their work, the authors discuss what they consider to be the lack of evidence found by previous academic studies to support the belief that “sports facilities…generate substantial economic impact, in terms of income increases, job creation and tax revenue increases”. Feng and Humphreys instead conclude that there may be some intangible benefits from stadia. 
The authors’ aim in investigating the impact of proximity to stadia on house prices is to use house prices to estimate the aggregate ‘quality of life’ and utility that residents receive from living near to stadia. The intangible effects of the stadia are captured because house prices indicate the willingness of a consumer to pay for a specific good (the house) and its associated benefits. Various variables such as house characteristics and local pollution levels etc. are included in the analysis to help isolate the value that residents place on living nearer to the stadia from other factors which may affect house prices.

This study uses regression analysis to identify the effect of a number of different factors on house prices in the two areas surrounding sports stadia. A spatial lag regression methodology is adopted to address limitations of previous research where spatial effects, particularly spatial autocorrelation, have not been modelled. 

Spatial autocorrelation is the co-variation in characteristics because they share a similar geographic space. It can occur in housing prices because houses in the same area will share community characteristics; for example, house prices in a ‘nice’ area may be similarly high because of the value buyers place on pleasant surroundings e.g. the value of a house is affected by the value of the neighbouring houses, rather than just the characteristics of the house itself. Samples are usually chosen to be random, so investigating a given geographical area means that the individual observations (i.e. house prices) are not random, because what affects one is likely to be affecting all. The model used is based upon a hedonic pricing model developed by Anselin.

The technical details of the model are described in the box below:

	Spatial lag model  

y = (I - (Wy)-1X( + (I - (Wy)-1(
where: 

· y is an n x1 vector of observations on the dependent variable (house prices or log of house prices)

· X is an n x k matrix of observations of k explanatory variables which include housing structural attributes, neighbourhood characteristics, and sports facility related variables, 

· ( is a k x 1 vector of coefficients to be estimated, and ( is a random error term. 

· (  is the spatial autoregressive parameter 

· Wy is an n x n row-standardised spatial weights matrix that represents the neighbour structure in the data.

The spatial lag term Wy links each observation of the dependent variable to all other observations and can be thought of as a weighted average of neighbouring values.
 This is designed to take account of reaction (neighbourhood characteristics that affect all house prices) and interactions (effects of specific adjoining buildings) effects that have been highlighted as key issues using spatial data in econometric modelling.  

This weighting (W in the model) of the observations means that the spatial interactions are captured, and can be undertaken by two main methods. The first, known as contiguity spatial weighting, is based on shared boundaries i.e. houses are adjacent in some way, and the second is based on distance between properties. Both of these approaches were investigated, their feasibility was due to the closeness of properties in the urban setting of Columbus, four types of spatial weights were used: rook, second-order rook, queen and distance-based.
 

The authors estimate a log-log model
 of the above equation, using a queen weights matrix. The parameters of the log-log spatial lag model were estimated using both the maximum likelihood (ML) and a spatial two-stage least squares robust estimator (S-2SLS Robust). Results using the Ordinary Least Squares (OLS) method are displayed for comparison in the text.




The variables used in the model are described below.
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Figure 10: Variable descriptions

Source: Feng and Humphreys (2008)

In considering the variables included in the model (Figure 10), it is worth noting that there is no direct equivalent in the UK for the US property tax. The closest would probably be council tax. 

Both housing areas studied were near to a third stadium, the Ohio Stadium, which was controlled for using a dummy variable for houses within 3 miles of it to ensure that effects on house prices by this stadium did not affect the model’s estimates. As with the two stadia studied, only distance to this additional stadium is modelled. Characteristics of the stadia themselves are not modelled (seating capacity, visitor numbers etc.). Transportation accessibility was also controlled for using data on distance to the Central Business District (CBD) and to the nearest ‘highway interchange’; as was proximity to commercial property.

GIS software was used based on data from the 2000 Census to calculate the distance from the centre of each Census Block
 to both sports facilities studied. The property data used was transactions data for the year 2000. This data set contained 9,504 housing units with values of above $30,000
 and included detailed characteristics on the properties sold (see Figure 11 for the house characteristics used in the model). This data set also contained details on neighbourhood characteristics such as school quality, environmental quality and crime data which were matched with School District, Census Block Group and Police District data respectively.

The model estimation results are shown in Figure 11 below. 

[image: image10.emf]Figure 11: Model estimation results

Source: Feng and Humphreys (2008)

The results show that a 1% decrease in distance from the Nationwide Arena is associated with a 0.175% increase in the price (in dollars) of the average house. The relationship was found to be stronger in the case of the Nationwide Arena, perhaps due to the difficulties in separating the effects of its own location within one of the main areas of Columbus identified as a Central Business District (CBD) – residential property values were therefore considered to be biased upwards to due their proximity to both the Arena, and the CBD. However, this was not thought to affect the general validity of the results.
3.5.2 Viability of approach for C&S impact assessment in the UK 

The spatial lag approach allows spatial effects to be controlled for in a regression analysis. Adopting   this approach to investigate the impact on property prices of C&S investments would require transactions data on properties surrounding the C&S facility. However, obtaining spatial data in the UK for a C&S impact assessment may present a barrier to this methodology’s use, as discussed below in section 3.5.2.1.

Although in this study , two sports stadia were used, the modelling approach could be applied to assess the impact on property prices of proximity to a theatre or other cultural or sporting facility. A potential issue might be whether, as this work assessed large, professional sports facilities, there might be a scale factor at which a facility is too small to impact on house prices.

As the study is only examining the effects of a small number of stadia there is no assessment of how variations in stadia type (the stadia function, its scale, financing or design), variations in the quality of the regeneration projects or other external factors such as taking account of the wider economy or any selection issues might affect results. Only by substantially increasing the sample size could factors like the scale of the stadia be investigated i.e. whether a larger stadium (by area, seating capacity etc.) has a greater impact on house prices.

3.5.2.1 Availability of comparable data in the UK 
The study used transactional data for the year 2000 in Columbus, Ohio. The dataset contains observations on 9,504 single-family housing units which were transacted in the year 2000.”
 Only transactions with a value above $30,000 were used. “The dataset includes detailed housing characteristics such as lot size, building square footage, number of stories, number of bedrooms, number of bathrooms, number of fireplaces, central air conditioning, and other variables. It also contains variables capturing neighbourhood [sic] characteristics such as school quality, environmental quality, and crime data which are matched with School District, Census Block Group, and Police District data, respectively.”
 

The use of GIS to map the spatial data is central to this study and its methodology. In theory, cultural and sporting project data could therefore also be mapped in this way – it would certainly be straightforward to map the position of a specific cultural or sporting facility. However, the extent to which GIS could be used in practice is difficult to assess due to the lack of comparable data sources covering other variables required, in the UK. 

Data on the value of properties (sold house prices) local to the facility – is available in the UK. Transactions data are available on individual house sales; however it is not possible to gain access to a single source which contains both transaction values and detailed housing characteristics. A source which does contain data on both these factors is the Regulated Mortgage Survey, which contains details on the value of mortgages provided and captures the housing characteristics for the property bought. However, this data source is not publicly available and its commercial availability would require further investigation. 

The transactional data the study used is disaggregated down to postcode (Zip code) data, and each property in the dataset has been matched to the School District it is in, the local crime rate and environmental quality. Some of the wider socio-economic data on crime and environmental quality does not go down to that level of detail in the UK, for example, ‘Notifiable Offences’ data produced by the Home Office in the UK is only available to local authority, which may be too wide an area to record very local impact on house prices. Similarly, other variables in this study could not be replicated in the UK to a sufficient level of detail, such as ‘% of persons in block group with college degree’. 

Table 7 below displays the data used in the study and possible sources available in the UK for replicating the approach.

Table 7: Data used in ' Assessing the economic impact of sports facilities on residential property values’

	Data Type
	Source in study
	UK Equivalent

	House sale transaction data: data on the characteristics of houses sold i.e. bedroom number, bathroom number, stories etc.
	Does not specify, except for it being data for year 2000.
	Land use change stats

House price index

Rental Data/Comparison

UK house prices

Dwelling Stock (DCLG)

Regulated Mortgage Survey (Survey of Mortgage Lenders prior to 2005) 

However there is no data on characteristics, although the RMS does provide this but is not accessible according to our investigation.

	Data on commercial properties
	County Business Patterns (US)
	Land use change stats

VOA data

	Census Block Group
	U.S. Census 2000
	UK Census 2001

	Demographic – high school and college diplomas
	
	GCSE and further education results – Department for Education statistics.

	School quality
	Not specified
	Ofsted Reports, DCSF data.

	Environmental quality
	           “
	DEFRA Environmental Statistics

National Atmospheric Emissions Inventory

	Crime data
	           “
	Local Crime Mapping, although there are concerns about the methodology used here.



	School district
	           “
	N/A

	Police district data
	           “
	Local Crime statistics

British Crime Survey – although geographic areas are likely to be too large


3.5.3 Conclusions regarding case study as a candidate for C&S impact assessment

Feng and Humphreys use a spatial lag hedonic regression model to analyse the impact upon house prices of the distance to two local sports stadia in Columbus, Ohio. They found that as distance to the stadia decreased, house prices increased. This relationship could be interpreted as proxying the value that people place on being closer to the stadia.

In undertaking this kind of analysis in the UK a potential issue is that no equivalent data sources exist to model the characteristics of sold houses alongside sale price, for example: number of bedrooms, bathrooms etc. As might be expected, and as found by Feng and Humphreys, house characteristics such as number of bedrooms or bathrooms are a significant determinant of house prices. Although, it is possible to obtain sold property prices from Land Registry data, the Regulated Mortgage Survey, which contains characteristics of properties for which mortgages are obtained, is not publicly available.  Licensing costs and terms require further investigation.  It is also not available before 2005; prior to this date, the Survey of Mortgage Lending was in operation, which had much lower coverage. The two collection methodologies mean that data would not be comparable before and after 2005.

It may be possible to address issues of potential bias if housing stock in the local area is homogeneous or if there is sufficiently rich panel data on house price sales before and after a cultural and sporting investment so it is possible to compare the price of the same the house sold before and after the intervention i.e. each house can act as its own control. 
The use of a spatial lag regression analysis helps to correct for spatial autocorrelation when using data with a spatial element in a regression model. In this instance it is allowing for the influence of house prices in the immediate area influencing neighbouring properties, but more generally it would be useful in assessing other impacts of a cultural and sporting investment on the surrounding area. 
Spatial data could also be used to provide terms that measure distance from a facility for example proximity to shops when considering house prices or as in Feng & Humphreys model distance from a house to the facilities. Anything that can be placed on a map lends itself to such a calculation for example Points of Interest data, or business list data.

The sample used (two stadia) is naturally too small to address how variations in different kinds of C&S investment projects and external factors (e.g. the effect of the wider economy) or any selection issues might affect outcomes. Only by significantly increasing the sample size could factors like the comparative scale of the facility be investigated i.e. whether a larger stadium (by area, seating capacity etc.) has a greater impact on house prices. 
The study’s approach could in principle be used to assess the impact of proximity to a theatre or other cultural or sporting project on house prices. An issue might therefore be whether, since this work assessed large, professional sports facilities, there is a scale factor at which a C&S facility is too small to impact on house prices. 

It should be noted that as this study was being finalised a working paper by Ahlfeldt & Kavetsos (2010) was published which undertook a spatial panel analysis of the impact of Wembley and Arsenal stadium on house prices.  The study found that house prices increased as houses got closer to the stadium. 
 
3.6 Cultural Clusters 

Full Title: Stern M. & Seifert S., “Cultural Clusters: The Implications of Cultural Assets Agglomeration for Neighbourhood Revitalization”, 2010

Type of Study: Spatial-lag regression

Peer Review Status: Yes – published in academic journal.

Introduction: This study is based on 15 years of research on cultural clusters with the Social Impact of the Arts Project (SIAP) at the University of Pennsylvania. The research developed indices of cultural assets
 per capita for different socio-economic groups to investigate the relationship between clustering of cultural assets, and income, diversity and housing markets. This study is concerned with cultural clusters (organically developed groupings of cultural activity in a particular area), rather than cultural districts specifically designed to stimulate the tourism and hospitality industries.
Summary of results: The research finds that the density of an area’s cultural assets is associated with an increase in the median sale price of houses. It also found that diversity, income and distance from city centre were consistent predictors of the kinds of neighbourhoods in which cultural assets are located. However, the research is careful not to draw explicit conclusions regarding causality because the data used for the cultural asset measures is not from the same period as the house price change data (data for the assets comes from two time points 1997 and 2004, whereas the change in house prices was measured between 2001 and 2006). A spatial-lag regression was used to model house price change, which explained 34% of the variance in the increase in sale prices.
Overview of methodology: 
Stern and Seifert defined a cultural cluster ‘as a geographical area in which a variety of cultural assets are located in proximity’, and document it by four types of cultural asset and their geographic concentration in metropolitan Philadelphia.
 These were compared with other socio-economic indicators. Specific analysis techniques included Analysis of Variance (ANOVA) and spatial-lag regression.
3.6.1 Case study methodology and use of data

Unlike the other studies considered in this section of the report, Stern and Seifert are concerned with the impact of groupings or clusters of cultural producers (including local residents, artists, cultural workers and entrepreneurs) that have grown organically in an area, rather than that of single facilities or the development of a deliberate cultural district. 

The authors draw on a range of evidence on the ability of such clusters to engender community involvement and civic engagement and the value of this to neighbourhood regeneration. Their approach is designed to integrate with information commonly used by planners, the conclusions and discussion being focused on how planners might encourage and support cultural clusters. The study notes that ‘the cultural cluster perspective requires a greater understanding of the changing character of cultural production and the complex and active interactions between producers and participants that characterize the contemporary arts scene. Just as importantly, where a region can support only so many cultural districts, cultural clusters have the potential to generate widespread neighbourhood-centred economic and social benefits’.  

Demographic change and characteristics are also considered both as drivers and outcomes from cultural clustering. The index integral to this work includes numbers of commercial and non-profit cultural providers (i.e. firms/organisations), but these are as drivers of change as opposed to outcomes.

The research created a series of measures of cultural intensity assessing combinations of the following variables:

1. Participation rates by block= number of cultural participants/Number of residents.

2. Non-profit cultural providers = number of such organisations within 0.5 miles of the block.

3. Commercial cultural providers = number of such organisations within 0.5 miles of the block.

4. Resident Artists = number of artists within 0.5 miles of the block.

High levels of correlation are found between the indicators above and factor analysis was conducted to create a single Cultural Asset Index (CAI) using the four indicators. The CAI was used to assess the existence of cultural clusters defined as a geographical area in which a variety of cultural assets are located in proximity.
These measures were then linked with census and other data at block level to examine how these variables, including the CAI, changed across various socio-economic indicators including:
· The Market Value Analysis (MVA), which is used to measure change in neighbourhood housing markets. This is a set of ordinal categories to describe housing markets (with the lowest group “reclamation” describing neighbourhoods that face sizable hurdles to revitalisation to the highest group “regional choice” representing the most desirable neighbourhoods) developed using cluster analysis techniques to identify natural groupings, based on house price change and other indicators. 

· Economic diversity. An economically diverse neighbourhood is defined as: one where there are ‘higher than average rates of both poverty and professional workers’.

· Ethnic diversity. An ethically diverse neighbourhood is one where ‘no more than 80 percent of the residents are members of a single ethnic group’.

· Per capita income.

· Poverty decline and population increase.

The study used a mixture of public sector statistics, information gathered through desk research, and data generated in other programmes (the sources of this information are not given in the paper). For participation rates secondary data is used, but in the form of membership lists and class registrations and similar sources.
The analysis is presented in three ways:

1. Cross tabulations showing the value of the cultural intensity measures broken down against other factors e.g. by levels of diversity. The changes in levels of cultural activity were also visualised graphically. For example, Figure 12 below shows changes in levels of cultural activity in Philadelphia based on the CAI measure between between 1997 and 2004.

2. ANOVA analysis of the relationship between the CAI and the change in the MVA indicator, as well as between the CAI and the increase in median house prices (using the change in the average figure for 2001 to 2003 by the change in the average for 2004 to 2006), which showed measures of association of 0.56 and 0.5 respectively. 
3. A spatial-lag regression where the dependent variable was the increase in the median residential sale price. The model included dummy variables for whether the property was in the one of the top deciles of the CAI, the percentage of residents without bachelor degrees, distance from the city centre, and a measure of diversity (a dummy variable to indicate whether the population was over 80% non-Hispanic white), as well as a spatial lag term for the increase in median sale price. The only coefficient in the resulting model that was not statistically significant was the spatial lag term. The model explained 34% of the variance in the increase in sale price. 

The analysis suggests a virtuous circle of cultural clustering, declines in poverty and population increase. This study has a greater focus on the conditions that support higher levels of cultural activity than the others examined. Although in some areas the direction of causality is unclear e.g. higher income areas and nicer areas may better support higher participation and commercial cultural activity, but high levels of cultural activity seem to strengthen and attract higher income populations and improve the area. 
The authors do not consider that their research provides compelling evidence for the direct economic impact of cultural assets agglomerations, but believe that it is related to the ‘impact of cultural production and participation on other neighbourhood level social processes’ e.g. in improving community involvement and interaction and reducing negative behaviour. They conclude that their evidence is fragmentary, but suggests a number of hypotheses for future research. Many of these revolve around community engagement, social cohesion and valuing the externalities of cultural assets. It is suggested that some of these aspects of impact may manifest themselves in terms of economic performance, education, health and security.
Figure 12: Change in cultural clusters in Philadelphia between 1997 and 2004 

Source: Stern & Seifert, 2010. 
3.6.2 Viability of approach for C&S impact assessment in the UK 
By assigning a cultural asset value to all areas, the research assesses whether cultural activities affect the local socio-economic environment. This addresses the issue of other cultural activities impacting on outcome, although a single facility is then not distinguishable within the study areas. Rather it is the collective weight of different types of cultural activity that is considered, for which a particular investment may or may not be a significant trigger. The study does not assess the impact of a particular facility; however it may be more practical to consider areas in this way since it has the potential to be used with a wider area, for which more robust information may be available.

This study is focused on organically grown clusters as opposed to organised cultural districts, the latter would more closely describe most, if not all, the facilities considered in this report. The principles and methods applied by Stern and Seifert could be adapted (so that the index includes some measure of investment in large projects for example) to encompass different situations. Although the authors are less supportive of such assessments as they consider that the real value from cultural activity stems from this organic locally focused growth, rather than the development of major venues to attract tourists. 

While the study does examine the likelihood of a causal relationship between property values and culture, the only other monetary value considered is income, although not explicitly stated the implication is that higher income areas attract culture rather than, culture causes higher income. The authors state that cultural participation and commercial cultural firms are highly concentrated in areas of high socioeconomic, although poorer areas tended to have similar/or higher levels of non-profit cultural organisations and higher levels of artists.

Most of the data presented looks at two time points. However, some of the time periods compared are not consistent. For example: the Cultural Asset Indicators for 1997 and 2004 is compared with income quintiles for 1999;  the 1997 non-profit cultural providers figures are compared against 1980-1990, and then 1990 to 2000 growth, rates. Stern and Seifert give this misalignment as a reason why they are reluctant to draw explicit conclusions about causality.

3.6.2.1 Availability of comparable data in the UK 
The data used is a mixture of public sector statistics, information gathered through desk research, and data generated in other programmes (the sources of this information is not given in the paper). For participation rates secondary data is used, but in the form of membership lists and class registrations and similar sources. These are secondary in that they exist, but were this study to be attempted in the UK considerable work is likely to be needed to collect, collate and de-duplicate them. For example, the authors conducted a significant amount of desk research to identify non-profit cultural providers. Experience of identifying voluntary arts organisations indicates this is a substantial task. Subject to data availability, the techniques used by Stern and Seifert should be transferable. If data is not available, alternative measures of cultural intensity may be constructed. There is no reason why the relationship between density of culture and other variables such as health indicators or crime levels should not be considered in a similar way.

The implications of using a wide range of data sources are that replicating it in the UK becomes problematic. This is best evidenced by the regional and cultural participation rate data which Stern and Seifert used. Collation of membership lists, registrations, buying mailing lists in the UK would require a significant amount of time and resources. Using secondary information such as the Taking Part and Active People Surveys and ILR data would provide some insight into regional cultural and participation rates. However, this would not provide as much resolution as that of Stern and Seifert. Taking Part (which covers both cultural and sporting participation) is not designed to produce local area statistics. Usage data, e.g. Public Libraries, CultureMap venues (London) provide some of the few sources attributable to individual venues.
The study does not provide exact details on data used in the housing market value analysis (MVA). Land Registry Valuation Office and other UK housing datasets would be able to provide data in a domestic context (See discussions of UK housing data in 4.5.2.1). For non-profit cultural providers and resident artist data, which do not have UK equivalents, it is possible that desk research or selective resources may provide the same data to supplement Point of Interest (POI) or equivalent location data. The difficulty being that this would require more time and effort to compile. To counter this, a standard procedure could be set out for users to identify Non-profit cultural providers or resident artists present in a locality.

There are issues with the most appropriate sources of demographic data (ACORN and MOSAIC), in that it is not always clear that samples are large enough at a very local level.  However it is implied in marketing literature that sample sizes should be sufficient
. 

Table 8: Summary of Data Sources and Possible Substitutes in the UK
	Data Type
	Source
	Additional information/Recommendation
	UK Equivalent

	Commercial Cultural Firms
	Digital database of local businesses
	
	Commercial directory data - The main national ones are TCR/D&B, Experian, Market Location (although we understand that this source does not have a textual description of activity only an SIC).

	Housing Market Value
	The Reinvestment Fund – a community development institution.
	
	Details on exactly how the typology used was developed are not provided in the paper, therefore it is impossible to judge whether the necessary information is readily available in the UK.  See section 3.6.1 for a description of the Market Value Analysis groups used in this study.



	Ethnic Diversity
	Census
	Regular information would be required to allow indicators to be calculated for appropriate timeframes.
	Census/Neighbourhood statistics/APS – although the latter may not all be available/robust at sufficiently low geographic levels

CACI ACORN and Experian MOSAIC are potential alternative sources but there may still be issues of robustness of local trend.

	Household Diversity
	Census
	ditto
	Census/Neighbourhood statistics/ APS - although these may not all be available/robust at sufficiently low geographic levels. 

CACI ACORN and Experian MOSAIC (LSOA level) are potential alternative sources but there may still be issues of robustness of local trend.

	Income diversity
	Census
	ditto
	Census/Neighbourhood statistics/APS/ASHE - although these may not all be available/robust at sufficiently low geographic levels. 

EXPERIAN median household income (LSOA) and CACI ACORN are potential alternative sources but there may still be issues of robustness of local trend.

	Regional cultural participation rates
	Combination of membership lists, class registrations, ticket buying, mailing lists – of 75 non-profit cultural providers.
	
	Individual Learner Record data should indicate class registrations for formal courses. Membership lists, ticket purchase and mailing lists are by definition the property of the organisation with the members or that is selling the tickets. There may be issues around data protection (since the information used included home address), or simply an unwillingness to divulge information which restrict access. There would also be a significant task to collate such information were it provided.

Taking Part Survey: The National Survey of Culture, Leisure and Sport from BMRB and DCMS would cover this to an extent, but not at an appropriate level of geography.

	Non-profit cultural providers
	Inland Revenue list of tax-exempt organisations; grant applications of arts funders; local newspapers; web searches.
	
	Similar sources exist in the UK. The Arts Council and other NDPB RFO lists are a clear place to start. However this would be a significant task.

Websites which list charities and community organisations may help identify some of these. 

	Resident Artists
	Pew Fellowships in the Arts - database of arts developed over the last 10 years.
	
	Possible sources for the UK are currently unclear.


3.6.3 Conclusions regarding case study as a candidate for C&S impact assessment

It would be interesting to develop an indicator along similar lines to the Cultural Asset Index (CAI) for business mix and understand the relationship between cultural assets and business mix. Similar indices could be constructed for non-C&S regeneration in an area, and external factors accounted for. Such indices could be used to undertake a regression analysis as to how social and economic trends are affected by levels of cultural activity.  

Of the four variables used by this study to measure cultural density, the ‘Artists’ measure is the only one for which it has not been possible to identify any consistent equivalent source in the UK.  However, although information exists on participation data at a local level it would be challenging to construct into a consistent database and the resulting information would probably be subject to selection/availability issues. It may, therefore be worth considering a version of the index that simplifies this requirement or substitutes other measures such as cultural employment (including considering cultural employment as a second job, although this may only be available at higher levels of geography from the Annual Population Survey) or provision/uptake of cultural education (sources such as the Individual Learner Record database provide high levels of spatial detail on post-16 education and training).

Commercial datasets, such as TBR’s business database (TCR) and Experian can provide information on numbers of commercial and non-profit cultural providers, as well as levels of employment in these organisations. Whilst these sources may not be comprehensive they can be expected to be sufficient to understand differences in the density of provision across the country as their data is collected on a consistent basis. Public bodies supporting the sector will also have information on such organisations (for example the RFO data held by the Arts Council).

3.7 The Growth effects of sport franchises, stadia and arenas 
Full Title: Coates D. & Humphreys R., “The growth effects of sport franchises, stadia and arenas”, 1999.

Type of Study: Regression-based panel data study and event study analysis

Peer Review Status: Yes – published in academic journal.

Introduction: Coates and Humphreys (1998) investigated the linkage between sports (American football, basketball and baseball) franchises
 and venues and income in 37 urban areas in the United States between 1969 and 1994. The study looks, in particular, at the relationship between the level and growth of real per capita income in an urban area and that area’s sporting environment. 

Overview of methodology:

The study uses secondary datasets (largely census based) to evaluate the income level and growth effects of franchises or stadia locating to or being established in an area. The sample used for this study was a panel of 37 Standard Metropolitan Statistical Area (SMSA)
, for which the Coates and Humphreys gathered data on the sports and business environment over 25 years. Coates and Humphreys undertook analysis using two models, a panel data model and an event study methodology for areas that have had franchises or stadia locating in them.  
The authors’ aim was to answer the following two questions:

1. Does the sports environment affect the level of real per capita personal income in an SMSA?

2. Does it alter the growth rate of real income per capita?

Summary of results: In evaluating the benefits attributed to new stadia or franchise or both, Coates and Humphreys found that the sports environment impacts negatively on real income per capita. This is in contrast to other research, which has found that expenditure on sporting projects has a positive impact on the economy of the surrounding metropolitan area. They also found no statistically significant impact on the growth rate of real income per capita.

Coates and Humphreys consider that the negative effects of stadia or sports teams being established in an urban area on income can be rationalised through three factors:

· Compensating differential; whereby residents derive non-commercial benefits from the presence of a franchise or stadia and therefore are willing to accept lower wages,

· Substitution in public spending; whereby funds are used to subsidise franchises at the expense of other expenditure programmes which may further economic growth.
· Substitution of consumer spending away from high local multipliers, like bowling alleys or pool halls to stadium events that is less intertwined with the local economy.
3.7.1 Case study methodology and use of data

In attempting to establish the effects of an intervention on the economy of a geographical unit, the study provides understanding of how direct economic impacts can be assessed
. The study focused upon whether or not an SMSA experienced change in the number of franchises or the number of stadia. This enabled the relationship between a metropolitan sporting environment and economy to be understood. The loss or arrival of sports teams, or the construction or opening of stadia, allows the marginal impacts of these effects on the local economy to be assessed.

The authors consider that the majority of previous economic impact studies in this area are subject to methodological limitations. In an attempt to address this, Coates and Humphreys use an empirical framework to account for the entry and departure of professional sports franchises, the construction of stadia and other sporting factors over this time period. 

The study employs a regression methodology and utilises dummy variables representing relocations or the establishment of a sporting facility (events) for baseball, American football and basketball.  For example: first basketball franchise arrival, second basketball franchise arrival, basketball arena constructed – over the past 10 years, any basketball franchise arrived over the past 10 years, any basketball franchise left over the past 10 years, capacity of basketball stadium.

Coates and Humphreys examine the use of multipliers in assessing the impacts of interventions. It is noted that multipliers can be used to indicate indirect spending and demonstrate the economic benefits of a project. However, the authors consider that multipliers often overstate the contributions of sporting structures on a local economy and that they may be influenced by many factors including the actual intervention or policy it is being used to evaluate.

Coates and Humphreys use two approaches in their analysis, which are described in the boxes below. A panel data analysis and event study approach. These are covered in the two boxes below. 
	1) Panel data analysis

A panel data model was used to investigate this relationship. In creating this model, Coates and Humphreys identify that it should include: 

· Level of real per capita income in a metropolitan area in a given year

· Variables describing the economic and business climate in that area during the year

· Variables which capture the role of stadia and franchises in the determination of economic activity

This is expressed in the form: 
1: The empirical model
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Where:

· y is the level of real per capita income in a metropolitan area in a given year, 

· x is a vector of variables describing the economic and business climate in that area during that year, 

· z is a vector of variables capturing the role of  stadia and franchises in the determination of economic activity and ( is the disturbance (or ‘error’ term).

· ( and ( are vectors of parameters to be estimated. 

If the (’s are statistically different from zero, then the sports environment does influence the level of real per capita income. The subscripts and t represent each SMSA and time period, respectively.

The disturbance term takes the form of:
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Where: 

· e is a random shock in SMSA i at time t which is uncorrelated between observations and over time, 

· vi is the disturbance specific to SMSA i which persists throughout the sample period and ut is a time t specific disturbance which affects all areas in the same way. This has the function of removing the effect of national economic events in a given year and assists in demonstrating a SMSA-specific impact.

 The regression was estimated under both fixed and random effect specifications.

1) Event-study methodology

The event study is useful for considering the impact of changes in law or regulations. An event-study methodology is used to allow an economic return to be explained by exogenous events or announcements. As a result the “statistical significance of one of these dummy variables indicates that this event explains some of the deviation from the average”
. 

 The event study model is expressed in the form: 
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Where: 

· git is the level of real per capita income in jurisdiction i at time t, 

· 
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gt  is the average level of per capita income at time t, 

· Dkit is a dummy variable indicating the occurrence of an event type k in the area i at time t, 

· (, ( and (  are parameters to be estimated and ( is a random error. 

In using the average level of income across all cities, the relationship between real level of per capita income and the average level of real per capita income can be determined. The average level of real per capita income is used a control because the use of other cities for this function had distinct disadvantages which could bias the results, this is due to the differing socioeconomic characteristics, demographics etc. 

Dummy variables are used to capture the variations in the sports environments in each of the study areas. These dummy variables indicate the presence of a number of sports franchises, entries, exits and construction (in the 10 year period following the event). A regression model is used to estimate the “deviation of the return on the chosen stock from the market return”
 which is influenced by events or announcements.



From the data between 1969 and 1994, Coates and Humphries found that the use of variables and dummy variables helps to support the notion that the sports environment does not impact upon the growth rate real per capita income. The analysis found that sports-led development either has a negligible impact or a negative impact upon the level of income per capita. 

3.7.2 Viability of approach for C&S impact assessment in the UK

Within Coates and Humphrey’s methodology, it is not explicitly stated which variables were used to control for  the economic and business environment, although the study states that it ‘controls for factors other than the sports environment that affect current real per capita income in each SMSA’ (page 609). The disturbance term in the panel data model is designed to account for specific local and national shocks that might impact within the specific timeframe. 

Coates and Humphreys note that cities without professional sports franchises were not considered in their study. In order to draw wider comparisons, comparisons with geographic areas without sports interventions, would provide more detail to the study and show how these areas fared. This would provide an extra layer of data to compare results from and understand if there is any benefit of sports facilities or interventions on a locality.

It is thought that SMSAs as an area of study may be too large to demonstrate effects of franchises or stadia. The effects of any intervention may not always be felt across a city or city-region and it is therefore possible that only the immediate area is affected by an intervention. 

3.7.2.1 Availability of comparable data in the UK  
To understand the relationship between an area’s sports environment and its economy the study exclusively used secondary data. The data largely included economic and demographic data from federal or national government, with sports franchise and stadia data from academic and other sources. Specifically: the income and population data was from the regional economic information system (distributed by the U.S Department of Commerce, Bureau of Economic Analysis) and data on sports franchises and stadia comes from Noll and Zimbalist (1997), Quirk and Fort (1992) and the Information Please Sports Almanac (Houghton Mifflin Co. 1996). The per capita income and population data was derived from the Regional Economic Information System. Franchise entries, exits and stadia construction and openings were also derived from the Noll and Zimbalist (1997), Quirk and Fort (1992) and the Information Please Sports Almanac (Houghton Mifflin Co. 1996).

Table 9 below summarises the main points in finding equivalent data to use in the UK and any additional information that is useful to note in considering how the data may be used in a comparable study.

The study also has results and features, which relate to the unique characteristics of the American sports environment and city composition in America. Replicating this study in the UK would require consideration about how these characteristics might affect the variables and methods used. For example it would be difficult to use the arrival or loss of a sports franchise as a control factor in the study when this American sporting custom does not really occur in the UK.

It is possible that this study could be replicated for sporting stadia or other large scale C&S investments but in order to do so, issues with the identified equivalent data sources in the UK need to be overcome. Census collection in the UK is not regular enough to provide detailed information about income or demographic levels, whilst it would also only show overall changes within a ten year time period, smaller and potentially more indicative changes would not be observed. Mid year population estimates may not be accurate enough to provide dependable data for use.

Table 9: Data sources used in ‘The growth effects of sports franchises’

	Data Type
	Source
	Additional Information
	UK Equivalent 

	Sports Franchise and Stadia
	Noll and Zimbalist (1997)

Quirk and Fort (1992)
	The data here is from Academic resources and the UK equivalent data is more definite.
	Sources such as Active Places, Cornucopia, and MAGIC could be used to identify the presence of C&S assets. However, other C&S assets may not have one central data source: cinemas, theatres etc. Experian and TCR could be used to identify business using the line of business description and can monitor entry and exit of these businesses.

Capacity of the venue might require primary research.

	Demographic Data
	U.S Department of Commerce, Bureau of Economic Analysis.
	Drawing upon census data is problematic in that changes in income and demographics are more recent. As such these sources are not as appropriate as one might imagine especially in comparing levels longitudinally.
	UK Census, Neighbourhood Statistics. UK Census, but information is only gathered every 10 years and therefore will not closely track changes in a local area. Estimates might be required, UK mid year population estimates could be used, these are robust to local authority level.

	Per capita income
	U.S Department of Commerce, Bureau of Economic Analysis.
	Income per capita can be a difficult subject to investigate through research. Whilst data sources exist to investigate income, they are not recent alternative sources are not always available at a detailed geographic level.
	UK Census, Neighbourhood Statistics. A number of sources have additional data on income including: Households Below Average Income, Gross disposable household income (GDHI) and General Lifestyle Survey (GLF)


The approach could be replicated, since similar data sources exist in the UK. However, there are outstanding questions about such data.  For example, it may need to be collected from disparate sources (sports stadia), be based on estimates (demographic data) or exist at a sufficiently detailed spatial level (per capita income). So whilst data exists, there are issues with using broadly comparable data, when the context is not the same and the data is not always available, detailed enough or consistent.  

3.7.3 Conclusions regarding case study as a candidate for C&S impact assessment

The regression models used by the study (the panel date and the event study approach) provide a functional tool in which to examine the effect of sporting intervention on income per capita. The study primarily draws upon two data sources (demographic and income per capita) and does not provide scope on the effect of sporting facilities on many of the variables of interest in a culture context (as part of C&S projects) or the wider impact of major investment projects.
Coates and Humphreys have has some success establishing a relationship (albeit in the opposite direction to that expected) between the sports facilities environment and levels of income with both models investigated. Due to the lack of detail in the variables, other than those describing the sporting environment, it is difficult to know whether it would be possible to replicate this work in the UK. It is also possible that the singular nature of the funding approach in the US (the authors note the possible substitution of spending leading to poorer public services) impact in ways that would not be replicated in the UK.  In addition, from the discussion above, it is apparent that it would be difficult to replicate this study using the methodology to investigate C&S data sources and key variables (i.e. reliable income data at high spatial detail). 

3.8 Additional studies of relevance 
3.8.1 Impact of sports arenas in Berlin

Ahlfeldt & Maennig (2008) used a ‘difference in difference’ approach to examine the impact on land values of two sports arenas - the Max-Schmeling Arena (completed in 1997) and the Velodrom/Swimming Arena (completed in 1999) - with award winning architecture in the Prenzlauer-Berg area of Berlin, which was identified as in need of revitalisation. The impact of the Velodrom on land values was found to be positive and persistent. 

The authors divided the Prenzlauer-Berg location into three areas; that containing the Max-Schmeling Arena, that containing the Velodrom and a control area.  The analysis concluded that the impact of the Max-Schmeling Arena on land values was less significant than for the Velodrom/Swimming Arena with the key finding being that ‘no persistent growth trend after inauguration’.  The authors commented on this result with reference to three issues:
1. Prior to the development, the Max-Schmeling study area performed more in line with the control area than the Velodrom area did

2. The Max Schmeling study area already had two sports facilities of national importance, and

3. Parking was limited in this area (due to reduced development once an unsuccessful Olympics bid had been concluded) and this reduced the attractiveness and accessibility of the location.

This study provides an example of a sports stadium impact study that is not located within the US.  In addition, the study appears to consider a greater range of control factors than equivalent studies in the US, although the paper is not entirely clear on which factors (e.g. the model detailed in the October 2009 paper controls for environment, location and neighbourhood characteristics).  It is therefore not clear that the study attempts to separate out the impact of the arenas from other environmental factors, such as the parks that sit on top of them and are an integral part of the regeneration project.  For example, the authors specifically state that “the results do not allow for a precise separation of effects associated to the original functions of sport facilities and those related to the sophisticated architecture and urban design” (page 19).  One feature of this is the green space that both projects have provided and the awards that they have achieved.

The extent that transferability can occur is clear within Ahlfeldt & Maennig (2009). They suggest that their model cannot be transferred to rural areas because of the different determinants of land value and non-homogeneous nature of land values. This has implications on assessments that may require C&S projects within towns or rural locations to be assessed, or urban areas that have distinctive land value characteristics. Housing in particular is not homogenous. Small cities and small towns in the UK have particular characteristics associated with their value, which make the transfer of a model challenging. A number of studies (Can and Megbolugbe (1997), Ahlfeldt & Maennig (2008), Tu (2005))
 use a radius of up to 2.4 to 3 km around a property to calculate the spatial lag term, the former two taking the three closest properties. Other studies on open/green space use an even smaller impact area (500m, or overlooking/adjoining streets, Powe et al 1995; CABE 2005). The UK housing market is very much more compact and for most towns this sort of radius would encompass the whole town and in some cases the next town too. Realistically the spatial lag variable would need to be calculated using a much smaller area, even a restricted area (particularly in the current climate) may lead to limited samples on which to calculate and may necessitate including prices from very different areas.

3.8.2 Impact of stadium announcements

Dehring, Depken & Ward (2006) examined, using a difference in difference methodology, the impact of announcements concerning the building of a new football stadium for the Dallas Cowboys on house prices. It was initially announced that a new stadium would be built in Dallas City.  However, the city itself could not contribute to the cost of the stadium, meaning that the cost would fall to the wider area of Dallas County.  This proposal was rejected by Dallas County leading to the plan being rejected. The Dallas Cowboys team then negotiated with Arlington in Texas for the stadium to be built there. The study built two models: one for Dallas and another for Arlington.  The analysis was based on data on 42,351 house sales within the Dallas model and 32,061 within the Arlington model.

The study concluded that the initial announcement that the stadium would be built in Dallas City (but paid for by Dallas County) lead to an increase in property prices in Dallas City but a reduction in Dallas County.  News of the cancellation of the plan reversed this, i.e. property prices went down in Dallas City and back up in Dallas County.  The announcement of the move to Arlington raised prices in that area, but the news of the tax increase to pay for them lowered them again.  Then, finally, the ultimate announcement that the project had been approved in Arlington had the effect of raising property prices again.  However, the authors conclude that the amenities effect (the perceived benefit of having such a facility in your local area) is not distinguishable from zero. The average family would be paying $2,000 more in taxes to live in Arlington due to the cost of funding the stadium and house prices fell by an average of $1,742. 

The authors draw attention to the fact that voters supported the project despite the negative effect on house prices. They note that it would be valuable to revisit the area once the stadium is operational to examine what the impact actually has been.
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� The level of commercial property information being less than what would be required for a more detailed local area study such as that by Jones et al. 
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� Evans, G. (2009) ‘Accessibility, Urban Design & the Whole Journey Environment’, Built Environment 35(3):366-85


� The gravity model takes into account the population size of two places and their distance. Since larger places tend to attract people, ideas, and commodities more than smaller ones and places closer together have a greater attraction, the gravity model incorporates these two features.


� Assessing the Economic Impact of Sports Facilities on Residential Property Values: A Spatial Hedonic Approach, Feng and Humphreys, 2008. IASE/NAASE Working Paper Series, No. 08-12.


� Spatial Econometrics: Methods and Models, Anselin, L., (1988). Boston: Kluwer Academic.





� Feng and Humphreys, 2008. IASE/NAASE Working Paper Series, No. 08-12.


� Rook contiguity is the existence of common boundaries, Queen contiguity is both common boundaries and common vertices).


� A log-log regression model is one where logarithms are taken of both the independent and dependent variables in order to produce a linear relationship.


� The Census divides each US city into Census Blocks, and each Census Block into Census Block Groups containing about 250 housing units.


� This baseline was used to remove transactions involving non-habitable dwellings.


� Feng and Humphreys, 2008


� Feng and Humphreys, 2008.


� Ahlfeldt G, Kavetsos G (2010), '� HYPERLINK "http://ideas.repec.org/p/pra/mprapa/25003.html" \t "_blank" �Form or Function? The Impact of New Football Stadia on Property Prices in London�', University Library of Munich, Germany; working paper series.


� These assets were cultural participants, resident artists, non-profit cultural organisations and commercial cultural firms.


� In the context of this feasibility study, areas that have seen a major investment may be more akin to cultural districts than the more general concept of cultural clusters. Stern and Seifert note that most of the literature distinguishes between clusters that improve the flow of information and pool specialist services, and districts or quarters that are consumption-orientated entertainment destinations, and argue that their findings challenge the use of this distinction.





� See page 4 of the Acorn User guide available from �HYPERLINK "http://www.caci.co.uk"�www.caci.co.uk� and page 4 of the Mosaic UK 2009 brochure available from www.experian.co.uk/business-strategies/mosaic-uk-2009.html


� Franchises in the American sporting vernacular refer to teams that often have a geographical monopoly, are run as commercial entities and are liable to move.


� A standard metropolitan statistical area is not used anymore. More information available: http://www.census.gov/population/www/metroareas/aboutmetro.html


� Coates and Humphreys (1998).


� Coates and Humphreys (1998)
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� Ahlfeldt, Gabriel M. and Maennig, Wolfgang (2008) Impact of sports arenas on land values:
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